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PROBABILISTIC ROCK SLOPE ENGINEERING

PART I: INTRODUCTION

1. The engineering design of slopes cut in discontinuous rock requires

information about geologic structures because slope failures commonly occur

along structural discontinuities. For this reason, rock slope engineering

demands a different approach than the engineering of soil or soft-rock slopes

in which failures follow circular-type surfaces of minimum strength through the

material substance. Intensely fractured or highly weathered rock materials

usually are also included in the soil slope category.

Factors Influencing Rock Slope Stability

2. Slope stability in rock masses is primarily governed by the geomet-

ric characteristics and the shear strengths of geologic discontinuities and by

the local stress field. Important geometric characteristics are the orienta-

tion (dip and dip direction), spacing, length or extent, and waviness (differ-

ence between average dip and minimum dip). The shear strength along a discon-

tinuity depends on its physical character, which includes its thickness, type

of filling material, type of wall rock, and surface roughness due to asperi-

ties. The stress field acting in a slope is controlled by the unit weight of

the rock, ground-water pressures, and possibly tectonic stresses and other

stresses due to the local geologic history.

3. Natural variabilities in these rock mass properties and measurement

uncertainties associated with their estimation imply the probabilistic natureA

of the input parameters needed for rock slope engineering. A deterministic

slope design based on the average values of input parameters does not take

into account statistical variabilities and may provide misleading results. In

fact, some deterministic geotechnical analyses can lead to a supposedly con-

servative design that actually has a substantial probability of failure (Hoeg

and Iurarka 1974).

4. A probabilistic slope stability analysis can only be conducted if

the input parameters are considered as random variables and have been statis-

tically quantified and described. This descriptive process relies oil the col-

lection and analysis of field data, the results of laboratory and field tests,

3



and an geologic and engineering judgment. Probability distributions of frac-

ture* characteristics can be estimated from field mapping data usually ob-

tained by either surface fracture mapping or oriented core logging or both.

Shear strengths along fractures can be estimated by statistically analyzing the

results of laboratory direct shear tests of rock specimens that contain natural

fractures. Laboratory tests can also be used to estimate the unit weight of

the rock. Ground-water pressures acting in the sltpe are usually predicted by

hydrologic field tests and measurements. If a slope design project warrants

the additional effort and expense, then a field rock mechanics study can be

conducted to measure local tectonic and res idual stresses or an earthquake

study used to evaluate potential site displacements and accelerations.

The Emergence of Probabilistic Slope Engineering

5. Probabilistic methods in rock slope engineering have been developed

during the last 15 years or so and have their roots and support in the mining

industry. Current economic evaluations of open pit mines are often based on

the application of sophisticated statistical or simulation methods that re-

quire input from probabilistic slope stability analyses (Kim and Wolff 1978).

Such analyses are essential because slope angles have a significant economic

impact on any open pit mining operation.

6. Economic simulation of an open pit nine requires that the probabili-

ties of failure be specified for various slope heights and angles in all sec-

tors of the pit. These probability values are calculated or estimated by

analyzing all potential failure modes at several incremental slope heights and

angles. Then, for each pit sector the results are compiled in a table, usu-

ally called1 the probability of failure schedule, for that sector. A set of J

these schedules is needed for a cost-benefit analysis in which the mine life

is simulated at incremental time periods.

7. During the simulation, a slope failure is considered to occur if a

generated, uiniform random number is less than the probability of failure value

for the specified slope geometry. Cost of the failure is estimated from mine

*The term "fractuire" will be used interchangeably with the term "discontinu-
ity" because the most common geologic discontinuities in rock are fractures,
which are either joints (along which there has been no displacement) or
faults (along which there has been displacement).
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planning and operational forecasts. An accounting is made for all mhining

costs and benefits incurred during each time period and the overall results

compiled at the end of the simulated mine life. By conducting the simulation

for several overall pit slope angles, a plot relating slope angle and net

profit can be constructed and then used to select the economically optimum

slope angle. Results from such a stud' provide valuable information for

corporate decision makers, particularly in the case of economically marginal

mineral deposits.

8. Probabilistic slope engineering methods are also applicable to civil

works projects, such as the design of road cuts or other man-made slopes in

fractured rock masses. However, the usage of probabilistic tools by civil

engineers has been hampered by differences in design philosophy, the major

contrast being that risk levels acceptable for mining projects are not accept-

able for most civil projects. Mining ventures can usually tolerate higher

risks because of relatively short mine lives, the desire to maximize profit,

and the implementation of slope monitoring programs to provide safe working

conditions. Regardless of the differences between mining and civil design

approaches, the basic statistical, geological, and engineering tools are the

same for quantifying probabilities of slope failure. Suich quantification is

becoming more and more relevant for civil works projects with the major bene-

fit being a realistic treatment and intorporation of natural variabilities and

measurement uncertainties.

Overview of Probabilistic Slope Engineering Procedures

9. Any rock slope engineering project should begin with a thorough

evaluation of regional and local geology. After major rock units and struc-

tural features hlave been identified, spot mapping techniques are used in the

study area to collect detailed information about fracture characteristics and

about other structural features if they are present. The sampled fracture

orientations obtained at each mapping site can then be displayed on lower-

hemisphere Schmidt plots. Visual comparisons or statistical evaluations of

the plots allow for the identification of structural domain boundaries. A

structural domain represents an area characterized by a distinct rock unit or

by a distinct pattern of fracture orientations.

10. Potential orientations of the slope cut and the locations of

51

L 
-Mai



structural domains are used together to select design sectors, each of which

has a distinct slope face strike in a given structural domain. Kinematically

viable slope failure modes are then identified in each sector by evaluating

how the fracture orientations mapped in the particular structural domain inter-

act with the slope face orientation. Lower-hemisphere Schmidt plots that dis-

play poles to fractures are usually considered essential in this process of

predicting potential failure modes (Hoek and Bray 1977).

11. Fracture sets that cause potential failure modes are often called

design sets because they tend to be critical to the slope design. The orig-

inal fracture mapping data are used to construct histograms and to estimate

the probability distributions of pertinent characteristics in the design sets.

Typically, the dip and dip direction in a design set are normally distributed

and the spacing, length, and waviness are exponentially distributed.

12. Shear strengths along fractures in the design sets can be estimated

by laboratory direct shear tests of rock specimens that contain natural frac-

tuires. Each specimen should be oriented in situ and so marked prior to re-

moval from the outcrop or drill core; this allows for the testing shear direc-

tion to coincide with the natural down-dip direction of the fracture. Test

results are presented as a plot of shear strength as a function of normal

stress. Least-squares regression procedures are then applied to the data to

estimate the mean and variance of the shear strength at any given normal

stress.

13. Laboratory tests of rock samples are commonly used to measure the

rock unit weight, which tends to be normally distributed. Hydrologic field

tests (such as pump tests and drawdown tests) are used to estimate permeabili-

ties, and measurements of water levels in drill holes provide a means of esti-

mating ground-water levels in the study area. Procedures for converting this

hydrologic information to a probability distribution of water pressures in the

slope are somewhat limited at the present time and usually rely on simulation

methods (Miller 1982a).

14. After all of the above input parameters have been statistically

described, probabilistic stability analyses can be conducted for the failure

modes identified in each design sector. The probability of sliding for any

common failure mode can be estimated by either of two methods. Monte Carlo

simulation relies on repeated sampling of input values from the given prob-

ability distributions to calculate a number of possible safety factors. The
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probability of sliding is defined as the area under the safety factor distri-

bution where values are less than one or as the simple percentage of simulated

safety factors that are less than one. The other method consists of directly

determining the safety factor distribution by convolution of the probability

distributions of the proper input variables.

15. The probability of failure for a given failure mode equals the

product of the following: probability of sliding, probability of daylighting

(i.e., sliding path dips flatter than the slope face), and probability that

the sliding surface is long enough to allow failure. The latter two probabil-

ities are usually calculated directly by using the respective dip and length

distributions and the proposed slope geometry.

16. Applications of finite element and finite difference methods to

rock slope stability analyses have not been especially effective or successful

to date, mainly due to the inhomogeneous nature of discontinuous rock and the

difficulty in incorporating the statistical variability of fracture proper-

ties. The methods can be useful when simplifying assumptions are made an,

when the specific locations and properties of potential failure surfaces

known, but even then the associated conputational costs are usually too g a

to justify the final results.
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PART II: MAPPING AND DISPLAY OF FRACTURE DATA

17. Dominant geologic structures such as major faults and lithologic

contacts are usually considered individually in rock slope engineering proj-

ects because they occur in definable locations and are continuous over dis-

tances comparable to the size of the study area. In contrast, structures such

as fractures and foliations have high frequencies of occurrence and are dis-

continuous over the study area. They are too numerous to be mapped indivi-

dually arid, thurefore, should be coisidt.ed in a statistical manner.

Rationa l e o tFractur e Mapi ng

18. Geometric characteristics of fractures, including orientation,

spacing, length, and waviness, are random variables that can be modeled by

statistical distributions estimated from mapping data (Call, Savely, and

Nicholas 1976). Necessary fracture data can be collected by surface mapping

techniques (Piteau 1970, Call 1972, and McMahon 1974) and by oriented-core

logging. To map in detail every exposed fracture within a given area is im-

practical, if not impossible. Therefore, spot mapping is relied upon to pro-

vide a sample or samples of the fracture population from which distributions

of the fracture properties can be estimated.

19. After a geologic mapping and evaluation program has been completed

for the study area, a geologic map should be constructed to emphasize the rock

units present, their contacts, and any major structures that may affect the

stability of the proposed slope. This map, in conjunction with field knowl-

edge of the area, provides the major basis for designing a fracture mapping

program. At least one or two mapping sites are desired within each antici-

pated structural domain, and these sites should be located so as to help de-

lineate and further define the domains. Careful thought and planning of the

mapping program cannot be overemphasized, because much time and money has been

wasted by field sampling that has not been properly planned and directed.

20. If possible, the mapping samples should be random and representa-

tiye so as not to make the population estimates biased or unrealistically

weighted. Such samples are often difficult to obtain in the study area be-

cause surface outcrop exposures are usually limited and biased toward the more

competent rock materials. This sampling problem can be offset somewhat by

8t
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mapping man-made cuts along construction or development roads arid by oriented-

core logging of drill holes, even though such sites may be located for pur-

poses other than for fracture mapping aid may have physical access limita-

tions. Therefore, the slope eniginleer must remember that the interpretive step

in estimating population parameters from sample data should be guided by

subject-matter knowledge, experience, and judgment (see Whitten 1966).

Exanp les of Iapp in "'eclhnijues

21. Many fracture mapping techniques are currentIv in use for collect-

ing fracture data pertinent to rock engineering proje. ts. The selection of

mapping methods and styles primarily deperids on the, mapper's personal prefer-

ence, the site geology, the size of the project, the availability of mappable

exposures, and the time and manpower allocated for the mapping task. However,

most mapping schemes are variations of three fundamental techniques, fracture-

set mapping (or cell mapping), detail-line mapping, and oriented-core logging.

Examples of these techniques that have been used extensively in rock engineer-

ing practice during recent years are described below. Suggested mapping forms

(e.g., field data sheets) that allow t-r rapid computer processing are also

presented, but it sh ld be remembered that variations or moditJcatiomis may he

required for in)dividual Mapping programs.

Fracture-set mappin

22. Fracture-set mapping, which is also known as cell mapping, is a

systematic method for gathering information about fracture sets and for help-

ing to delineate structural domains. This mapping method is particularly val-

uable in situations where fracture data must he collected over a large area in

a short time periold. It also provides information useful for evaluating vari-

ations in fracture patterns over the study area.

23. Natural outcrops and man-made exposures are located and identified

as potential mapping sites. Long or extensive rock exposures are divided into

mapping cells of a regular, manageable size, usually about 8 to 12 m in length.

In each mapping cell the dominant four or five fracture sets are recognized by

locating groups of two or more approximately parallel fractures. Exception-

ally large single joints and faults are also located, which will be mapped as

individuals. Measurements of geometric characteristics and other information

are then recorded for each fracture set or major structure in the cell.

9
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24. An example of a field data sheet for recording I racture-set mapping

data is shown in Figure 1. Required basic inforiiatiori includes the project

PAGE _ OF --
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Figure 1 . Example of data recording sheet for fracture-set mapping
(from the Rock echanics Division of Pincock, Al len, Holt, Inc.,

Tucson, Ariz.)

location, mapper's name, date, and an identification number for the particular

area being mapped. At a given mapping cell, or site, the following nforma-

ion is recorded on the i lustrated data sheet for each fracture set or major

structure:

a. Coordinates. The app~roximate map coordinates of the cell are

recorded atter being determined By map ins pection, compass and

pace techn~iques, or sulrveyinlg. These coordinates are repeated
for each fracture set or maor structure observed in the map-

ping cell. o

It)
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b. Rock ty e._ The rock type (or types) in which the mapping is
being conducted is recorded using a three-letter alpha code.

c. Structure type. A two-letter alpha code is used to identify
the type of structural feature being described. The most com-
mon code is "JS" for joint set.

d. Structure orientation. The overall average dip and azimuth
strike of the fracture set are recorded using a right-hand con-
vention whereby the dip direction is 90 deg clockwise from the
strike direction; this defines the orientation by a two-number
designation.

e. M in ri i! U!k (ipMD). The dip of the flattest fracture in the set
is noted. For .a single major structure the minimum dip is the
lip of the flattest portion of its surface.

f. Length. The maximum traceable distance of the longest fracture
in the set (or of the single major structure) is recorded; this
length is often limited by outcrop dimensions.

8. Spacin g. rhe number ot fractures in the set and the distance
between the outer two, as measured normal to the fractures, are
recorded to provide data for calculating the mean fracture
spacing. These measurements are not applicable to single major
structures.

l. Torn inat ion:_,_roughne-ss, thickness1 , fill lg, and water (W).
These data are recorded only for individual major structures.
Descriptions of these measurements or observations are given
later in this Part.

25. In a study, area with accessible rock exposures an experienced map-

per can typically map a dozen or more cells per day. If possible, at least

five or six cells should be mapped in each rock uniit or suspected structural

domain. In remote areas with little or no construction and development the

mapping program should attempt to include most outcrops large enough to be

mapped. By comparing fracture-set data (especially the orientations) from

different mapping cells the boundaries of structural domains may be better

defined. Another major benefit derived from a thorough fracture-set mapping

program is that specific sites for collecting more detailed fracture informa-

tion can be identified.
Detail-_line ma i

26. Detail-line mapping is a systematic spot sampling technique for ob-

taining detailed information about the geometric characteristics of fractures

and other geologic structural features. A measuring tape is stretched across

the outcrop or exposure to be mapped. Using the tape as a reference line, a

mapping zone (e.g., sampling area) is defined that extends 1 m above and 1 m

below the line. The length of the mapping zone, or window, is determined by

11
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the complexity of the structural pattern and, accordingly, this length serves

as a measure of tracture intensity. All structural features that occur at

least partially in the zone are mapped, though a minimum length cutoff of

10 cm is typically enforced. That is, features with trace lengths less than

this cutoff are not mapped. Experience has shown that a minimum ot approxi-

mately 150 fracture observations per line is desirable for statistical evalua-

tions (Call, Savely, and Nicholas 1976).

27. An example of a field dat a sheet for recording dt-tail-line mapping

data is shown in Figure 2. Basic information recorded for each mapping site

includes the lirin idenitiicaLion nummber, iocation, date, mapper's name, bear-

ing and plunge of the measuring tape, and attitude (orientation) of the rock

exposure.

D A ' A £i L T j ? 'I r .L M A P P I % C, P A E O F

I I .. .. . . ':. . -hILLIF (, L

I.,, r ' T I I W.

14", 4 -1- -47_n Iii p , .' t ' r-t , - -

F ; I I :A 1:,  1... .. At,,,,lm!F

.1 IN T -- _ - -
- igur . p f d

' -I I I , l 2 f i! -! ! :! - I

!- Al --- 4"F T - - - t' ' ' 
..

(fron the Rock Mechanics Division of Pincock, Allen, and Holt, Inc.,

Lzz ____ ____

Tucson, Ariz.)
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28. For each discontinuity occurring within the mapping zone the fol-

lowing information is recorded on the illustrated data sheet:

a. Distance. This is the distance along the measuring tape where
the fracture or its projection intersects the tape. For any
fracture parallel to the tape the distance at the middle of the
fracture trace is recorded.

b. Rock type. The rock type (or types) in which the fracture
occurs is recorded by using a three-letter alpha code.

c. Structure type. A two-letter alpha code is used to identify
the type of discontinuity being described.

d. Structure orientation. Average dip and azimuth strike of the
fracture are recorded using a right-hand convention whereby the
dip direction is 90 deg clockwise from the strike direction;
this defines the fracture orientation by a two-number
designat ion.

e. Mlinimum_dj 2 ( D) . Dip on the flattest portion of the fracture
surface is recorded to compare with the average dip. Their
difference serves as a quantitative measure of the fracture
waviness.

f. Parallel (P). A fracture parallel to the measuring tape is so
designated by a letter "P"' in this column.

t. Length. Fracture length is the maximum traceable distance ob-
served, which often extends beyond the mapping zone and is
limited by outcrop dimensions. Lengths should be measured with
a hand-held tape, but longer fracture lengths (greater than
approximately 10 ft) may have to be estimated.

t. OverlaR . Overlap is the distance one fracture extends over the
next fracture of the same set. For field mapping the measure-
ment is usually made along the trace length of each fracture
and equals the distance from the bottom termination to the
mapping tape (Figure 3). If the fracture terminates below the
tape, a minus distance is recorded. The true overlap can then
be calculated later from the field measurements. Overlap is
not applicable for fractures parallel to the tape.

-Crest

+ Distance

+ Distance

Distance- Distance

Figure 3. Illustration of field measurements for fracture overlap

13
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i. Terminations. The manner in which a fracture terminates is
described by a single alpha letter according to five designa-
tions: in rock, none, en echelon, high angle against another
fracture, and low angle against another fracture (Figure 4).

T2_ T2

Ti T1

TI higjh anqlc > 20' T no;- Ti. in rock en echelon
T2 lo- anqIt < 20 '  1 1 inone T2 in rock

Figure 4. Various types of fracture terminations

1. Roughness. Roughness occurs on a scale of centimeters and is a
qualitative rating (smooth, rough, or medium) of small irregu-
larities on the fracture surface. A numeric rating can also be
used, such as that suggested by the International Society for
Rock Mlechanics (1977).

k. Thickness. A thickness is recorded if separation occurs along
the fracture.

1. Filling. Filling material (or materials) in the fracture open-
ing is noted if present.

m. Water (W). The nature of water occurrence in the fracture (dry,
wet, flowing, or squirting) is recorded using a single alpha
letter.

29. For a typical mapping program in an area with accessible rock expo-

sures a team of two experienced mappers working together (one taking measure-

ments, the other recording data) can usually map two or three detail lines per

day. If possible, at least one complete line should be mapped in each struc-

tural domain preliminarily identified from available geologic information.

Detail-line mapping cannot be feasibly used to cover as large an area as that

covered by fracture-set mapping, but does provide a comprehensive base of de-

tailed information that should be considered critical for statistical evalua-

tions of fracture properties.

Oriented-core logging

30. Subsurface fracture data can be obtained by oriented-core logging

which provides a detailed record of fractures that intercept a diamond drill

14
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hole. This type of data is similar to that of a very strict detail-line sur-

vey in which only those fractures intersecting the line are mapped.

31. Various devices and systems are currently available for orienting

structural features in core holes. The most popular and reliable of these are

the Christiansen-Hugel system, the Craelius core orientor, and an eccentri-

cally weighted clay-imprint orientor. The latter two devices can only be used

in inclined drill holes. The clay-imprint orientor as described by Call,

Savely, and Pakalnis (1982) is by far the simplest, fastest, and least expen-

sive device for orienting drill core. Its usage has a small effect on regular

drilling rates and costs, usually causing only a 10 to 20 percent decrease in

rates and a corresponding increase in costs.

32. An example of a field data sheet for recording oriented-core data

from inclined drill holes is shown in Figure 5. Orientations of fractures in

the drill core are measured relative to the core axis and to a reference line

that has been scribed or drawn along the top edge of the core by the orienting

device. These field measurements are made with a specially designed goniome-

ter and later converted to true dip directions and dips by using vector mathe-

matics and the drill-hole orientation.

33. For each fracture intercepted by the drill hole the following in-

formation is recorded on the illustrated data sheet:

a. Depth from start. The distance from the top of the drill run
to the fracture occurrence is recorded. If 3-m drill runs are
made, this distance will always be less than 3 m.

b. Rock type. The rock type (or types) in which the fracture
occurs is recorded by using a three-letter alpha code.

c. Structuretype. A two-letter alpha code is used to identify
the type of discontinuity being described.

d. Top/bottom (T/B). A "B" is recorded if the goniometer measure-
ment is taken from the bottom end of a core stick; a "T" is
used if taken from the top end of a core stick.

e. Circumference angle. This is the azimuth measurement of the
dip direction of the fracture relative to the reference line.

t. Angle to core axis. This is the angle measurement of the com-
plement of the dip angle relative to the core axis.

g. From - to. Distances (depths) from the drill-hole collar to
the top ("from") and bottom ("to") of the core run are recorded.

h. Roughness, thckns and illin. Descriptions of these mea-

surements or observations are given elsewhere in this Part.

34. Oriented-core data are appropriately used to supplement surface

15
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mapping data because tracture lengths cannot be measured in drill core. An-

other point to remember when analyzing core data is that measured fracture

orentat iois tend to he more dispersed than those obtained from surface map-

ping because the core diameter limits the fracture area that can be observed

and very litle averaging subsequently occurs during the measurement process

when compared to that for a fracture mapped in a surface exposure. Perhaps

the greatest benefit of oriented-core logging is a resulting data base that

allows for determining the subsurface extent of fracture sets and structural

domains that are observed on the surface.
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Display of Fracture Orientation Data

35. Before a suite of mapped fracture data can be statistically ana-

lyzed their orientations must first be displayed so that fracture sets and

structural domains can be determined. The orientations are plotted on lower-

hemisphere projections that display poles to fractures. Schmidt equal-area

projections are commonly used because pole densities can be readily calculated

and then contoured to help enhance fracture patterns (Figure 6). The blind

zone shown in Figure 6 corresponds to the orientation of the mapped outcrop

where fractures that parallel the outcrop are overlooked or sampled to a

lesser degree than those with strikes mores perpendicular to the outcrop

(Terzaghi 1965).

36. Schmidt plots derived from various mapping techniques are used in

conjunction with knowledge of the local geology to help delineate structural

domains in the study area. Fracture data are then combined within each domain

and fracture sets critical to the slope design are identified. Geometric

characteristics of the fracture sets can then be studied by generating histo-

grams or cumulative distribution plots, from which probability density func-

tions can he estimated for the characteristics. These estimated functions are

required for probabilistic evaluations and analyses of rock slope stability.
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PART III: STATISTICAL ANALYSIS OF FRACTURE DATA

37. Mapped fracture orientations displayed on Schmidt plots provide the

foundation for analyzing fracture data for probabilistic slope engineering.

Plots obtained from various mapping sites are used to help delineate struc-

tural domains and to identify and describe fracture sets within each domain.

After sorting the data according to sets, the fracture properties for each set

are analyzed to obtain estimates of their probability distributions and spa-

tial correlations.

Delineation of Structural Domains

38. The delineation of structural domains is essential to rock engi-

neering studies because geologic and hydrologic properties vary from one

domain to another. Obvious domain boundaries correspond to lithologic con-

tacts caused by fault displacement, intrusion, or depositional environment.

However, structural domain boundaries are not restricted only to lithologic

contacts, but may also occur within the same rock unit. These less obvious

boundaries often can he determined by visually comparing Schmidt plots that

display fracture orientations from various mapping sites.

39. Preferred fracture orientations appear as clusters of poles on a

Schmidt plot. Each cluster represents a fracture set, and the spatial rela-

tionships of clusters on the plot allow for meaningful visual comparisons with

other plots. In the evaluation of two or more plots geologic experience and

judgment provide the basis for determining whether the plots are alike and,

thus, represent samples from the same structural domain.

40. If fracture orientations appear dispersed and random on the plots

with no obvious clustering, then visual comparisons are not appropriate, and

quantitative, statistical methods are needed to evaluate the plots and provide

guidance in locating structural domain boundaries. A chi-squared testing pro-

cedure has been adapted to the comparison of Schmidt plots and provides a way

to evaluate one's confidence in claiming that two or more plots were obtained

from the same structural domain (Miller, 1983). The procedure is based on the

analysis of a contingency table that contains frequencies of fracture poles

that occur in corresponding patches on the Schmidt plots being compared

(Figure 7).
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Row
Rows Patch I Patch 2 Patch 3 . . . Patch c Total

Schmidt Plot I fl1 f12 f13 f " c Rl1

Schmidt Plot 2 f21  f22 f23 . . . f2c R2

Schmidt Plot 3 f31 f3 2  f33  f3c R3

Schmdt Plotr f f f R

ri r..r3 frc

Colum C1  C2  C3  . C
Totala c

Figure 7. Arrangement of contingency table for
comparing Schmidt plots

41. In the contingency table, samples from r structural populations

(domains) are listed down the rows in terms of the Schmidt plots. Each sample

is classified into c categories, or patches. The frequency of observed
th .th

fracture poles in the ij cell (it h plot, j patch) is denoted by f. . To

test the null hypothesis that the plots represent samples from like popula-

tions, the following statistic is calculated:

r c2

XIe..)

i=l j=l

where

r = total number of Schmidt plots

c = total number of patches in each plot

f.. = observed frequency of fracture poles in the ij cell

e = expected frequency of fracture poles in the ij cell

The expected frequency in the ij cell is calculated as follows:

R. C.
e I N (2)
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where

R. total observed frequency of poles in the 1 row
i .th

C. total observed frequency of poles in the j columnJ

N = total number of fracture observations in all plots

42. If the null hypothesis is true, then the above statistic is chi-

squared distributed with (r-l)(c-I) degrees of freedom (provided each fracture

is sampled independently of other fractures), and its value does not exceed

that of a chi-squared variate evaluated at a specified significance level a

The value of U is actually equivalent to the area under a chi-squared distri-
2

bution to the right of its associated X- value. The usual test procedure
2

consists of selecting an (Y value and then calh'lating the value of x from

the contingency table. The null hypothesis is rejected if this calculated
2

value exceeds the known tabulated value of X with (r-1)(c-1) degrees of

freedom for the specified a

43. However, rather than selecting a particular significance level for

comparing Schmidt plots, it is often desirable from a geologic standpoint to

use the calculated X2 value from the contingency table to compute its corre-

sponding right-tailed area ty . This computed (Y value is not really a level

of significance but serves as a measure of one's confidence in accepting the

null hypothesis, providing a quantitative and standardized measure of compari-

son among different contingency table analyses of Schmidt plots. A numerical

procedure for estimating the right-tailed area under a chi-squared distribu-

tion with more than 30 deg ot freedom is given by Zelen and Severo (1965).

44. In summary, rmtingency table analysis is a useful tool for com-

paring Schmidt plots and evaluating the similarity of sampled structural popu-

lations. The method is intended for plots that display dispersed fracture

orientations where the lack of well defined clusters makes visual comparisons

difficult and often useless. The necessary statistical calculations can be

easily programmed on a desk-top computer, thus providing for a rapid way to

compare Schmidt plots obtained from various mapping sites. Such comparisons

are important for helping to predict the locations of structural domain

boundaries.

Combiniig Fracture Data from Different Map in Sources

45. In fracture mapping programs for many slope design projects various
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mapping techniques are employed at different sites. After structural domains

have been delineated in the study area, these mapped fracture data can be com-

bined by domain to provide a foundation for the statistical analysis of frac-

ture set properties in each domain.

46. One of the first steps in combining fracture data is the delinea-

tion of fracture sets on each of the Schmidt plots. If fracturing is complex

within a structural domain and preferred orientations are not readily seen in

the plots, the density of fracture poles in small counting areas can be con-

toured to assist in the visual identification of fracture sets. Statistical

methods are also available to help analyze and distinguish clusters of orien-

tations on a given plot (Shanley and M~ahtab 1976, and Mahtab and Yegulalp

1982). However, objective statistical analyses are strictly numerical and do

not include engineering judgment that can often make identifying fracture sets

from careful observations of rock exposures possible. An experienced inves-

tigator who has mapped the fractures in an outcrop arid has knowledge of slope

design procedures and requirements can apply geologic information practically

impossible for a statistical analysis to include. Therefore, statistical

methods are tools that should guide rather than control in the delineation of

fracture sets.

47. Because mapping methods arid outcrop orientations often vary from

one mapping site to another, observations of individual sets are analyzed

separately to evaluate their characteristics. For instance, measured spacings

in a given fracture set as mapped by detail-line techniques are corrected to

true spacings by using the mean orientation of the set and the oriel~tation of

the mapping line. This correction is different for each observation of the

set (denoted as a subset) and for each mapping line.

48. The mean vector of a mapped fracture subset is not only useful for

the spacing correction but also can be used to explicitly describe the mean

orientation of the subset and to aid in combining numerous fracture data ob-

tained from different sites within a structural domain. This vector repre-

sents the average direction of normals to fracture planes in the given subset

and, if plotted as a pole, indicates the "center" of the Schmidt cluster that

represents the observed fracture set. The normalized mean vector of a given

fracture set is calculated by using the following expression:
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49. File plane orientation perpendi ( ular to tht, mean vector is often

truncated to serve as all ahbrtv lat ed iderit i r i I )r the f racture set. For in-

stance, a ilealn-vector plarti witih <, dip di rec ion of 162 deg and a dip of 47 deg

would be labeled as I,.4. Al the set mean ve tors frorn different mapping

sites within a given structural domai i can then he plotted oil a single lower-

hemisphere projection to aid in the grouping of fitacture subsets (Figure 8).

50. Fracture set properties itt- combilied dii-etly it the same mapping

technique was used for each subset in a given group. Thus, all the observa-

tions are pooled and treated as independenit samples for calculating means and

standard deviations and for estimating probability distributions. However, if

different mapping methods were used, then weighted means are calculated ac-

cording to the number of fracture observations in each subset and probability

distributions are inferred from experience with other similar type data.

Selected fracture set properties taken from the data represented by Figure 8

are briefly summarized in Table 1.

Prohability Distributions of Fracture Set Properties

51. The combined fracture data for a given structural domain constitute

samples of the fracture set properties in that. domain. These sample data can

he used to construct histograms or cumulative frequency plots for pertinent

properties in each fracture set. These plots are then used to help determine

the probability distributions that best describe the mapped fracture proper-

ties. Statistical "goodness of fit" tests can also be used in this evaluation

process.

23
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07.4 36 5.7 9.7 42.6 8.2 2.5 0.8 2.3
16.6 39 212.0 10.2 66.9 12.4 2.4 0.5 9.1

28.7 149 288.2 12.9 74.9 9.9 4.0 1.1 3.9

29.5 134 291.3 9.8 52.2 12.5 3.3 1.6 1.5
32.5 23 328.5 12.4 51.7 12.6 2.1 0.7 3.6

S.D. Standard deviation.
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52. Distributions of dip and dip direction are usually best approxi-

mated by normal distributions (Figure 9), although some fracture sets may have

orientation data that are nearly uniformly distributed. Distributions of set

spacing, length, and waviness are typically approximated by exponential dis-

tributions (Robertson 1970; Call, Savely, and Nicholas 1976; and Cruden 1977)

as shown by the examples in Figure 10. However, some investigators report

that trace lengths within a fracture set may be distributed in a lognormal

fashion (McMahon 1974, Bridges 1976, and Baecher et al. 1978).

53. Statistical treatment of mapping bias and the censoring of fracture

length traces have been discussed by Baecher (1980) and Laslett (1982). Such

methods are used to adjust the distributions of mapped fracture lengths to

provide improved estimates of the true length distributions.

54. Probability distributional forms other than those indicated above

may occasionally be used tc best describe the distributions of mapped fracture

set properties. Regardless of which particular form may be used, the basic

requirements are that it be a valid probability density function that can be

explicitly expressed and that it be amenable to subsequent slope stability

analyses.

Spatial Correlations of Fracture Set Properties

55. A fracture property within a given set tends to be spatially corre-

lated, and geostatistical methods can be used to determine the nature and ex-

tent of the correlation (Miller 1979, and La Pointe 1980). In classical sta-

tistics the samples collected to describe an unknown population are assumed to

be spatially independent (that is, knowing the value of one sample does not

provide any information about adjacent samples). In contrast, geostatistics

is based on the assumption that adjoining samples are spatially correlated and

that the nature of the correlation can be statistically and analytically ex-

pressed in a function called the variogram function (Matheron 1963).

56. In the analysis of fracture set properties weak second-order sta-

tionarity is assumed and estimates of the variogram functions are computed

along the mean vector line of each fracture set (Miller 1979). A given vario-

gram function is estimated from sample data along a line according to:
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= ~ z. (x. - Z(x. + h )]2  (4)

where

N = total number of sample values

Z(x.) = sample value at location x.
1 1

Z(xi + h) = sample value at location x. + h

The estimated function, j(h) , is expressed in a graph with h plotted as

the independent variable. For fracture set data the distance h can either

be measured in terms of actual distance or in terms of fracture number. At

least 30 samples should he used in estimating the function in most cases.

57. Examples of variograms and theoretical variogram models are shown

in Figure 11. For the spherical model the value of y(h) at the point where

the curve reaches a plateau is called the sill value and the corresponding

value of h is called the range. The sill value equals the variance of all
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model showing some spatial model showing spatial
correlation of samples correlation of periodic

samples

Figure 11. Examples of variograms and theoretical models

sample values used in calculating the variogram. The range can be considered

in the traditional geologic concept of range of influence (that is, any two sam-

ples spaced further apart than this distance are not spatially correlated).

Thus, the variogram represents a measurement of correlation as distance be-

tween samples increases. The value of y(h) at h equal to zero is known as

the nugget value. Ideally, the nugget should be zero because any two samples

from the same point should have equal values. However, a nugget practically

always occurs in variograms of geologic data and may indicate highly erratic

sample values spaced at close distances or may reflect errors or uncertainties

in sample collection and evaluation.

58. Typical variograms for fracture set properties are illustrated in

Figure 12. For most fracture sets the spherical model is appropriate for

describing the spatial relationships of a specified fracture property. If
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Figure 12. Example variograms of fracture set
properties (from Miller 1979)

periodicity is indicated, then a modified hole-effect model can be used (Miller

1979).
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PART IV: ROCK STRENGTH ANALYSIS

59. Comprehensive rock slope engineering projects include laboratery

testing of rock specimens to provide estimates of the rock substance sti-ergth

and the shear strength along natural geologic discontinuities. Tests ',or

evaluating substance strength usually include urnconfined (uniaxial) compres-

sion, tri axial compression, and disc tension tests. The measurement of rock

densities is also considered part of most rock substance testing rrgrams.

Shear strengths along discontinuities are usually evaluated by direct shear

testing of specimens that have been collected and trimmed so as to contain a

natural fracture or other structural feature. Typically, at least four to six

specimens of each rock type in the study area are desired for each kind of

laboratory test.

Compression Testing

60. In an unconfined compression test a trimmed specimen of drill core

is loaded axially until it fails. The core specimen should have a length-to-

width ratio of 2.0 to 2.5 and should have flat, smooth, and parallel ends cut

perpendicularly to the core axis. Electrical resistance strain gauges can he

attached to the specimen to monitor the longitudinal and lateral strains dur-

ing the loading process (Figure 13). As the load increases, signals from the

gauges are amplified and, ideally, should be plotted continuously by a graph

recorder.

61. The unconfined compressive strength is calculated by dividing the

failure load by the cross-sectional area of the specimen. The elastic moduli

are calculated using the graphs produced by the strain gauge output. Young's

modulus, E , is the ratio of axial stress to longitudinal (axial) strain.

Poisson's ratio, v , is the ratio of lateral strain to longitudinal strain.

62. A triaxial compression test is similar to an unconfined test ex-

cept the rock specimen is laterally confined, usually by a stress applied by

hydraulic pressure. The specimen is sheathed in an impermeable membrane and

placed in a hydraulic cell. By raising the cell pressure to a predetermined

stress level, the specimen is subjected to a constant overall confinement. An

axial load is applied by a ram and is increased until the specimen fails.

Several tested specimens of the same rock type provide values of failure and
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confining stress that can be analyzed in a Mohr-Coulomb criterion to provide

the rock substance shear sti -ngth parameters of cohesion and coefficient of

friction (tor example, see Goodman 1980).

Brazilian Disc Tension Testing

63. Brazilian disc tension testing is convenient for estimating rock

substance tensile strength. The testing procedure consists of diametrically

loading a disc of drill core until it fails. The diametric load, P , effec-

tively induces a tensile stress, o3 , perpendicular to the loading direction

(Figure 14). The load at failure, Pf t is noted when the rock disc shows

visible signs of cracking and an inability to carry load. The tensile strength

of the specimen, T , is calculated by the following equation:

2Pf
T n Idh
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Figure 14. Loading diagram for Brazilian tension test

'here

Pf diametric load at failure

d =disc diameter

h =disc thickness

64. Tensile strengths estimated by Brazilian testing are assigned to

Lhe rock substance unless the specimen fails along an apparent surface of

weakness. One major advantage is that it is much easier to prepare and load

specimens for this type of test than to arrange the precise alignment and end

preparation required for a direct tensile test.

Rock Substance Classification and Rock Quality Designation

65. Major rock types within a study area can be classified according to

an accepted engineering scheme (Deere 1968) based on results of uniaxial com-

pression tests (see example in Figure 15). This classification scheme is use-

ful for comparing and characterizing different rock substances.

66. Rock quality designation (RQD) measurements of drill core provide

another means of comparing different rock types. RQD is an indirect measure

of fracture frequency and is evaluated by determining the percent recovery of

core in lengths greater than twice its diameter (Goodman 1980). As an example,

for NX core the RQL) is calculated by summing the lengths of all core pieces

longer than 10 cm and dividing that sum by the total length of the respective

drilling interval (usually 3 in).
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Figure 15. Example of rock substance classification for
three different rock types (To convert pounds per square

inch (psi) to pascals, multiple by 6894.757.)

67. Rock substance strength influences core breakage, and thus, affects

RQD measurements. A low RQD value indicates either closely spaced fractures,

low rock strength, or both. A high RQD value indicates either widely spaced

fractures, high rock strength, or both.

Direct Shear Testing

68. The estimation of shear strengths along geologic discontinuities

that form potential failure surfaces is essential in the engineering analysis

of rock slope stability. Shear strengths are usually evaluated in the labora-

tory by direct shear testing of oriented rock specimens collected at the proj-

ect site. A probabilistic stability analysis requires that the measurement

uncertainty and natural variability of shear strength be quantified for each
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67. Rock substance strength influences core breakage, and thus, affects

RQD measurements. A low RQD value indicates either closely spaced fractures,

low rock strength, or both. A high RQD value indicates either widely spaced

fractures, high rock strength, or both.

Direct Shear Testing

68. The estimation of shear strengths along geologic discontinuities

that form potential failure surfaces is essential in the engineering analysis

of rock slope stability. Shear strengths are usually evaluated in the labora-

tory by direct shear testing of oriented rock specimens collected at the proj-

ect site. A probabilistic stability analysis requires that the measurement

uncertainty and natural variability of shear strength be quantified or each
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rock type or discontinuity type. In a typical laboratory exercise the test

results from four to six sheared specimens of the same type are statistically

combined. Mort- specimens may be desired if the discontinuity type is especi-

ally variable or if the benefits of a more extensive testing program warrant

the additional time and expense.

69. Direct shear tests should be conducted so as to provide conditions

that reflect as closely as possible the actual field conditions. The shearing

direction along the discontinuity in each specimen can be fixed to coincide

with the predicted in-situ sliding direction it the specimen is oriented and

so marked prior to its removal from the rock exposure or outcrop. Regardless

of whether the specimen is a clean joint in hard rock or a block of fault

gouge, it should not be disturbed more than necessary during extrication from

the outcrop and during packaging and shipping. If the natural fracture of

interest separates a sample block into two pieces, they should be securely

wrapped or taped to assure minimal movement along the fracture. Drill core

specimens can also be used in direct shear testing of natural discontinuities.

Each laboratory specimen is tested wet or d according to expected field con-

ditions. Shearing rates and other aspects of testing should be based on ap-

propriate guidelines, such as those suggested by the International Society for

Rock Mechanics (1974) and the Rock Testing Handbook - Test Standards (U. S.

Army Engineer Waterways Experiment Station 1980).

70. The typical laboratory direct shear test is performed on two blocks

of rock separated by a discontinuity. Irregularly shaped blocks are trimmed

and then cast in quick-set cement in a mold properly sized for the shear box

on the shearing machine. A load is applied to the blocks perpendicular to the

fracture, and the shear load required to displace the blocks relative to each

other is monitored (Figure 16). Fault gouge or soft rock specimens are tested

in a similar fashion, but a single block ot material is sheared through its

intact substance.

71. Slope stability analyses often rely on residual shear strengths es-

timated from laboratory tests because experience has shown that these strengths

generally provide good approximations of those expected in the field.* The

Personal communication, J. P. Sa,.-1Iy, Inspiration Consolidated Copper Co.,
Inspiration, Ariz., 1980.

Personal communication, R. D. Call, Pincock, Allen, and Holt, Inc., Tucson,

Ariz., 1979.
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b. Laboratory test curves for five normal loads

Figure 16. Direct shear loading diagram and
laboratory curves

residual shear strength of a discontinuity is attained when an increase in

shear displacement is not accompanied by an increase in shear load. The dis-

placement at each residual point is then used to calculate the corresponding

contact area in shear. This area is divided into the appropriate normal and

shear loads to obtain normal and shear stresses for each residual point.

Statistical Analysis of Shear Strength

72. Results from the direct shear testing of a given specimen are dis-

played as a graph with normal stress plotted as the independent variable and

shear strength plotted as the dependent variable. Several different least-

squares regression models can be applied to these test data, the most common

probably being a linear model. However, certainly not all direct shear data
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can be adequately described by a linear model. A more general shear strength

model (a modified power curve) was proposed by Jaeger (1971) and can be ex-

pressed in the following form:

y= axb + c (6)

where

y = predicted shear strength for a given x

a, b, c = best estimators of regression parameters

x =applied normal stress

This nonlinear model readily degenerates to a linear form if b equals 1 or

to a power curve if c equals zero.

Regression analysis
for a single specimen

7:3. If a random error term is included, then the above general shear

strength model can be considered as a nonlinear regression model. This re-

gression model could be fit to the direct shear data from a single test speci-

men by making a logarithmic transformation to a linear system and then apply-

ing linear regression methods. However, this procedure minimizes the mean

squared error of the estimate for the logarithms of the data values, not for

the data vatues themselves.

74. A numerical approximation method can be used to obtain a modified

power curve fit that directly minimizes the mean squared error of the estimate

of the dependent variable (shear strength) for a particular test specimen.

This expected squared error of the estimate is given by:

N2

2 1 ~ (y-ax c) (7)
e N =3 __ \n1

where

s 2=expected squared error of the estimate
e
N =total number of data points

=shear strength of the nmt data point

x =normal stress of the n thdata point
n

F After expanding the square and implementing some algebra, Equation 7 can be

rewritten in the following form:
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S+ x + 2aclxb - 2cly - 2alrxb (8)
e N 3n n n n

2

75. To determine the regression parameters that minimize s2 the par-e

tial derivatives with respect to a , b , and c are set equal to zero.

Then, an iterative calculation procedure based on Newton's method of approxi-

mation is used to solve for parameter b (Miller 1982c). This estimated

value of b is used to calculate estimates of parameters a and c . All of

these calculations can be easily programmed on any desktop computer.

76. Consequently, for the particular test specimen under study the

least-squares estimate of the mean shear strength curve can be defined using

the calculated regression parameters in Equation 6. The squared error of the

estimate is calculated using Equation 7. Figure 17 illustrates the nonlinear,

least-squares regression curve that describes the mean shear strength of a

typical direct shear specimen.

E
%300-

3E0

I.

tOO- r i.949o,086 + 0.42

SSo a 1.976

0 100 200 300 400 50

NORMAL STRESS, o(t/m 2 )

Figure 17. Nonlinear regression curve describing the shear
strength of a natural joint in oil shale

Weighted regression analysis
for a group of like specimens

77. A probabilistic slope stability analysis cannot be based on the re-

sults of a single direct shear test. Commonly, four or more specimens that
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contain a given type of discontinuity are tested to provide a data set suit-

able for estimating the shear strength along that particular type of geologic

discontinuity. Strength estimates obtained from these similar specimens

should be statistically combined to determine the distribution of shear

strengths for that particular group or population. In essence, several re-

gression curves must be combined to produce a regression curve representative

of the population. Curves from some of the specimens provide better estimates

of the population curve than others. Therefore, a weighted regression scheme

is desirable for combining the curves.

78. A modified power curve regression model can be linearized by ap-

proximating the power term with a Maclaurin series (Drapler and Smith 1981).

Am iterative calculation procedure is then used to solve for the three regres-

sion parameters. The nonlinear regression model can be expressed in the fol-

lowing form:

y ax b (h-b)Z(9

where

y =predicted shear strength

a, b, c =best estimators of regression parameters

x =applied normal stress

b 0=estimate of parameter b

E random error

By approximating the term x (-0)with a Maclaurin series, the regression

model can be linearized to the following form:

y =ax b0+ a(b - b )x b Qn x + 2~ b0) x b0[kn(x)]
02

a(b - b P)3
+__3! 0_ x b (Zn X) + ... + c + E (10)

79. Experience has shown that the use of only the first two terms in

the series expansion provides good estimates of the regre- 4on parameters;

whereas, the use of additional terms often produces a curve with unreasonable

fluctuations and overall poor estimation of y (Miller 1982c). For combining
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the test results of like specimens, let J be the number of specimens and I.
.thJ

be the number of data points for the j specimen. Then, a suitable approx-

imation of Equation 10 can be written in the following matrix notation:

Y= X + (11)

where

b bo 0

yl x bl0 x 0n(x )

b b
Y2j o0 n )Y 2j X 2  2 j

3X

yI *J

ab bo 0
Xlj x 1 .J  n(x 1 .J ) 1

1 ~lj

P2 a(b - b =I L
P~3 c J

I .J

L

80. To incorporate the weighting of individual direct shear specimens,

a weignted least-squares criterion is applied whereby the solution vector of

estimated regression parameters is given as:

P= (X'WX) (X'WY) (12)

where

J

X'WX = Z X'.WX
j=i 3
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JXt wy = "X'W.Y.
j=l1 3 ]

81. Diagonal elements in a given W. matrix can be arbitrarily as-
J

signed, but are usually set equal to the inverse of the standard error from
th

the regression of the j specimen (se.), the assumption being that greater

confidence can be placed in the reliability of a regression curve with a
th

smaller standard error. The weight matrix for the j specimen has dimensions

I. by I. and is typically given as:
.j J

w 0 0 0 I/s e 0 0 0

w 0 0 0 I/Se 0 0
JJ

o 0 . w 0 0 /I/s 0J e.(13
J

o 0 . w 0 0 I/Se
J J

82. Equation 12 can be solved provided that the X'WX matrix has an

inverse. The numbers of data points can even vary from one specimen to an-

other, because the X'WX matrix will always be dimensioned 3 by 3 and the

X'WY matrix will always be dimensioned 3 by 1.

83. Iterative calculations to determine the solution vector begin with

the application of Newton's approximation method to a set of interpolated data

points. (This set usually consists of 30 to 50 points.) Each of these points

has a normal stress value x between zero and the maximum normal stress used0

in testing. Each has a shear strength value equal to the mean of the values

predicted at x by the regression curves of the individual specimens. The

results of Newton's approximation provide initial estimates of a , b , and

c . The initial estimate of b is assigned to b , and the X. and Y.

matrices are formed according to the expressions given directly after Equa-

tion 11. The W. matrices are formed according to Equation 13. The solution

vector g is obtained using Equation 12.

84. A new estimate of b is determined by the following expression:
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b 02~ + b (14)

This new estimate is assigned to b 0and the above procedures repeated until

the difference between b 0and b is negligible, such as less than 0.0001.

Parameters a and c for the group regression curve are respectively equal

to 1 and 33 as predicted by the last iteration. Typically, less than

eight iterations are required to produce the final estimates of a , b , and

c for the regression curve that describes the expected shear strength of the

specified discontinuity type. The estimated shear strength, o $ that corre-

sponds to a given normal stress, x . is then defined by the following equation:

Yo=ax 0 + C (15)

85. A statistical description for the expected shear strength at any

given normal stress must also include the variance and the probability density

function. An assumption of normality for the random errors, and thus for the

expected shear strengths, is not acceptable because it WOUId allow negative

values of shear strength at small normal stress values. Consequently, at low

normal stresses the probability density of shear strength is expected to favor

a gamma or lognormal type of distribution. A gamma probability density func-

tion has been used by Miller (1982c) because it allows only positive shear

strengths and because it closely approximates a normal density when the coef-

ficient of variation is less than one-tenth (0.10).

86. The variance of the expected shear strength at any given normal

stress, X 0 can also be directly calculated as part of the weighted, nonlinear

regression analysis for a group of like specimens. The following relationship,

which is partially based on the weight matrix defined in Equation 13, has been

developed to determine this variance (Miller 1982c):

Var(j' )=X0, (X'WX)- X'X(X'WX) Ix 0(16)

where

J=1 JJ
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J
X, X = X.

j=]l

bo
b 0

?so x Ynx 0

--O O (X)1

87. Figure 18 is an example graph of a weighted, nonlinear regression

curve that statistically describes the shear strength of a group of four di-

rect shear specimens of the same type. The dashed curves represent a one-

standard-deviation belt about the mean curve. This type of regression anal-

ysis provides the necessary shear strength information for a probabilistic

slope stability analysis. Regardless of which type of probability density

function is used to describe the shear strength, its parameters are defined by

400-

E r 0.8839 a. 0 9342 + 0.00

300-

z 200-

I-

1 0- +
w

0
0 1;0 2o 300 400 500

NORMAL STRESS, a (t/m 2 )

o Specimen 1 & Specimen 3

+ Specimen 2 0 Specimen 4

Regression curve for expected (meon)
shear strength

-- Curve showing the mean shear strength

± one standard deviation

Figure 18. Weighted, nonlinear regression curve describing the
shear strength of four similar direct shear specimens
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the mean and variance of the shear strength at any specified normal stress.

Therefore, once a normal stress has been calculated in a stability analysis,

the probability distribution of the corresponding shear strength can be read-

ily determined.

Summary

88. Representative rock strength parameters can be obtained by labora-

tory tests that estimate rock substance strength and discontinuity shear
strength. Some of the parameters are required input for rock slope stability

analyses, while others are important for the comparison and classification of

rock types within a study area and among different study areas.

89. Results of a rock strength testing program can be succinctly sum-

marized by rock type to help in subsequent engineering evaluations and analy-

ses. An example of a tabulated rock strength summary for the quartz latite

porphyry (QLP) shown in Figure 15 is given below in Table 2.

Table 2

Vx imrple Rock* Strength Summary for OLP

Standard

No. Mean Derivation Minimum Maximum

Unconfined compressive 4 13,554 2,110 11,120 16,982
strength, psi**

Triaxial compressive results:
Cohesion, psi 4 1,003 ......

Coefficient of Friction 4 1.122 ......

Brazilian tensile strength, 6 1,568 401 1,157 2,035
psi

Density, pcft 12 171.6 7.9 163.7 181.8
RQD, percent 37 82.3 9.2 54.3 99.5

Clean rjoint shear strength: 5(regression model:

r z 1.6960 + 0.24)
T, psi for a = 10 psi 11.9 1.7 ....-

o = 50 psi 44.8 2.1 ....

o = 200 psi 142.5 6.4 ....

o = 400 psi 254.2 14.2 ....

Rock Substance Classification: Medium to high compressive strength with a
medium modulus ratio.
To convert pounds per square inch (psi) to pascals, multiply by 6894.747.
To convert pounds per cubic foot (pcf) to kilogram-; per cubic metre, mul-
tiply by 16.01846.
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PART V: PROBABILISTIC STABILITY ANALYSES FOR COMMON FAILURE MODES

90. For any slope cut in a discontinuous rock mass characterized by

multiple fracture orientations, predicting the exact failure geometry is ex-

ceedingly difficult, if not impossible. Therefore, simplified instability

models and statistical estimates of fracture properties and shear strengths

are used to provide probabilistic estimates of slope stability. The insta-

bility models are considered as potential failure modes and are studied with

either two-dimensional or three-dimensional analyses.

Identification of Failure Modes

91. Typical rock slope failure modes are illustrated in Figure 19. A

brief discussion of each failure mode is given below.

92. The plane shear mode is characterized by a potential failure mass

capable of sliding along a geologic discontinuity that strikes parallel or

nearly parallel to the slope face and dips flatter than the slope face angle.

In a two-dimensional plane shear analysis the potential sliding mass is as-

sumed to be laterally unconstrained. This is also known as the "side-release"

assumption.

93. In many rock slopes a single discontinuity often lacks the required

continuous length for tailure; whereas, a mire complex failure path comprised

of multiple fractures is likely to provide the continuous path needed for slid-

ing. From a two-dimensional standpoint the most likely situation in practice

is that two fracture sets form a stepped geometry. Both sets strike parallel

or nearly parallel to the strike of the slope, and sliding occurs on the flat-

ter dipping set with either separation along the steeper dipping set or tensile

failure of intact rock bridges that connect the sliding surfaces of the flat-

ter dipping fractures.

94. The simple wedge geometry is formed by two geologic structures that

strike across the slope crest and intersect within the slope to form a tetra-

hedral rock prism. Sliding will occur along the line of intersection, which

implies that for a wedge to be kinematically viable its intersection line must

be daylighted by the slope face. Three-dimensional vectorial methods are

available for analyzing the stability of simple, rigid-block wedges (Wittke

1965, and Goodman and Taylor 1967) and are preferred over stereographic
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a. Plane shear b. Step path

c. Step wedge d. Simple wedge

t -

e. Toppling f. General surface

Figure 19. Typical failure modes for rock slopes

projection methods for purposes of computer compatibility and calculation

efficiency.

95. The step-wedge failure mode is similar to the simple wedge, except

the structures that intersect to form the geometry of the step wedge are not

single planar structures. Rather, it is assumed that combinations of different
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fracture sets (step paths) form a highly irregular intersection. Because

there is currently no rigorous stability analysis for step wedges a simplis-

tic, conservative approach is used whereby the sliding probabilities of the

individual step paths contained in the wedge are evaluated and then conbined

to predict the probability of sliding for the step wedge.

96. Toppling failure usually occurs where well developed discontinui-

ties strike parallel or nearly parallel to the slope face and dip steeply into

the slope. Instability involves the rotation of columns or blocks of rock

about some fixed base (basal plane). Recently developed stability analyses

for the toppling mode are presented by lloek and Bray (1977) and Brown (1982).

97. When a unique structure (such as a major fault or contact) or a

combination of definable structures occurs within a rock slope, then a general

(or arbitrary) failure surface can be predicted and analyzed. Several two-

dimensional stability analyses are available for general surfaces including

the Morgenstern-Price and the Spencer methods.

98. Prior to excavating a slope, kinematically viable failure modes can

be identified by evaluating how mapped fracture orientations interact with the

proposed slope face orientation. Lower-hemisphere Schmidt plots are essential

for this evaluation process. For example, consider the nean vector plot of

Figure 8 in conjunction with a proposed slope face having a dip direction of

330 deg. The resulting potential failure nodes that should be analyzed are

summarized in Table 3.

Table 3

Potential Failure Modes Identified for a Slope with

Dip Direction 330 deg Cut in the Structural Domain

Represented by Figure 8

Failure ModeRepnilFrcueSt

Plane shear 30.2, 32.5

Step path 30.2/32.5, 30.2/14.8, 32.5/14.8

Simple wedge 0.4/29.5, 0.4/28.8, 0.4/26.5, 1.6/29.5,
1.6/28.8

Step wedge 0.4/1.6 with 29.5/28.8

Toppling 14.8
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Estimating the Probability of Sliing

99. for a specified slope geometry and failure mode the probability of

sliding can be estimated using basic equilibrium considerations and the proba-

bility distributions of pertinent input parameters. A popular index for eval-

uating stability of a potential failure mass is the factor of safety, which is

the ratio of total force that resists sliding to total force that induces slid-

ing (Hoek and Bray 1977). A condition of limiting equilibrium is represented

by a safety factor of 1.0 (resisting force equal to sliding force). If one or

more of the parameters used to determine the safety factor can be considered

random variables, then the safety factor must also be considered a random

variable. Its probability distribution can be estimated by Monte Carlo simu-

lation or by numerical convolution performed by discrete Fourier analysis.

Monte Carlo simulation

100. Monte Carlo simulation is a procedure to combine probability distri-

butions of random variables to predict the distribution of a new random vari-

able, where the new variable is a function of the other variables. The phi-

losophy and practice of Monte Carlo methods are discussed by Newendorp (1975).

101. To estimate the probability of sliding for a particular failure

mode, a distribution of safety factors is simulated by repeatedly sampling

values of the input variables and calculating a safety factor. Each of the

calculated safety factors is one possible realization (or outcome) of the

probabilistic model that describes the sliding potential of the failure mass.

After a sufficient number of iterations (usually from several hundred to over

a thousand) have been completed, a distribution of safety factors is obtained.F .Because a safety factor less than 1 represents instability, the ratio of the

number of safety factors less than I to the total number calculated provides

an estimate of the probability of sliding. For example, 220 out of 1000 cal-

culated safety factors are less than 1.0; thus, the probability of sliding is

0.22, or 22 percent. When the simulated safety factor distribution approxi-

mates a known probability density function, then the probability of sliding

equals the area under the function where values of the safety factor are less

than 1.

102. Any failure mode with a sliding potential that can be expressed in

terms of a safety factor equation can be analyzed by Monte Carlo simulation.

Plane-shear, step-pati, and simple-wedge failure modes are in this category.
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One example of a probabilistic plane shear analysis based on Monte Carlo tech-

niques is given by Marek and Savely (1978). In addition, fairly complex

"slice-analysis" methods such as the modified Bishop's method for rotational

shear and Spencer's method for general surfaces can be fitted with Monte Carlo

"overlays" that allow for repeated samplings arid calculations that yield a

distribution of possible safety factors.

103. A given Monte Carlo simulation provides only one realization of

the true probability distribution of the safety factor. Another simulation,

identical except for the random starting seed, will produce a slightly (or

sometimes drastically) different realization. Consequently, a large number of

iterations (a thousand or more) may often be required to provide consistent,

stable results and a reasonable estimate of the probability of sliding. These

large simulations require considerable computer time, making the associated

costs objectionable and sometimes prohibitive Fewer iterations are therefore

used, resulting in a poorer estimate of the probability of sliding.

Convolution by Fourier analysis

104. Fourier analysis provides a viable alternative to Monte Carlo sim-

ulation for predicting the probability distribution of the safety factor. The

probability density function (pdf) for the sum of two or more independent den-

sity functions (an be expressed as the (onvolution of the functions with each

other (Feller 1966). This implies that the sum of independent probability

densities can be determined by taking the product of their Fourier transforms.

An example of applying this principle in an engineering analysis is presented

by Borgman (1977).

105. An efficient method for estimating the true pdf of the safety fac-

tor can be based on discrete Fourier procedures, which take advantage of the

computational speed of the fast Fourier transform (FFT) algorithm. The only

requirement is that the safety factor be expressed as the sum of independent

random variables. Consider the plane shear failure mode shown in Figure 20.

A two-dimensional stability analysis that includes the effect of waviness of

the sliding surface can be based on the following safety factor equations:

S rL + W cos Y tan R (17)
W sin 0

2L sin 6 (T) + cot a tan R (18)

h 2 sin (6 - a)
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h
j ~ sliding surface

Figure 20. Rock slope with typical plane-
shear failure mode

where

S safety factor

L length Of Sliding Surface

W weight of potential failure mass

u average dip of sliding surface

R estimated waviness of the sliding surface

6 average dip of slope face

h he ight of potential fai lure mass

T estimated shear strength along sliding surface (depends on the
calculated effective normal stress which includes pore-water
pressure)

y zestimated rock density

tes106. For a specified slope geometry and sliding surface all the param-

eesare assumed constant except for the shear strength, waviness, and rock

density, which are random variables with probability densities approximated by

either laboratory testing data or fracture mapping data. The shear strength

pdf is given by the weighted, nonlinear regression analysis of direct shear

test results and is assumed to be a gamma pdf. The waviness is commonly as-

sumed to be exponentially distributed and is estimated from fracture mapping

daita. rhe rock density is estimated from laboratory tests and is usually con-

sidered to be normally distributed. Often the rock density can be assumed con-

stant because it has such a small coefficient of variation, typically less than

0.08. This coefficient equals the standard deviation divided by the mean.

107. Equation 18 can be expressed in the form:

S = AU + BV (19)
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where A and B are constants comprised of the fixed input parameters. The

new random variable U equals T/I , and V equals tan R The probability

densities of U and V can be derived and then digitized for use in a con-

volution process based on the FFT (Miller 1982b). The .ll of the safety fac-

tor is then estimated by taking the reverse transform (F-) of the product of

the Fourier transforms (F + ) of the two input pdf's. This procedure can be

mathematically expressed in the following form:

F SF(s F_ F + F~f(;~J (20)

where

=-: random variable equal to AU

V " = random variable equal to BV

f u,.,(U = pdt of random variable U-.

tV_:..(v") = pdf of random variable 'J

108. The probability ot sliding is then (,bt,,ined using numerical inte-

gration to calculate the area under the sa fetv factor pt where the safety

factor has values less than 1.

109. ['he convolution method lased oL the FF1 ottivs an improvement over

Monte Carlo simulation. Most importantiy, lvIonr ec procedures provide the ex-

plicit safety factor pdt rather thin a simulated realization of the pdf as

produced by Monte Carlo techniques that are often prone to computational in-

stability and excessive computer time. Preliminary comparative studies have

shown that FFT convolution uses at least one-third to one-fifth the computer

time required by Monte Carlo simulation using a moderate number of iterations

(Miller 1982b).

110. Fourier procedures have also been developed for the step-path and

simple-wedge failure modes (Miller 1982c). In the step path analysis the fol-

lowing th,-ee random variables must be combined: the shear strength, the wavi-

ness of the master (flatter) joint set, and the tensile strength of the rock

bridges (estimated from Brazilian disc tension tests). Waviness is neglected

in the wedge analysis, and the two random variables to be combined are the

estimated shear strengths of the right and left planes. As with the plane-

shear mode, pore-water pressure is included in these analyses via the effec-

tive normal stress that determines shear strength.

111. For all three failure modes the discrete safety factor pdf is
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closely related to the input pdf of the shear strength. If the shear strength

is assumed to be gamma distributed, then the resulting safety factor pdf ap-

proximates a gamma pdf. Figure 21 illustrates the comparison between a true

gamma pdf and a safety factor pdf generated by the Fourier analysis of a plane-

shear failure mode. The resemblance between the two tends to deteriorate as

the mean waviness angle increases.

14-

esltimoted p.df.

12- by Fourier anolysis

10- i .L 185

_ o', .0.102 true gommo p.d.f. with,

06- PS -0328 a/37/ a'•13.74

06. ~ O380.086

06-

0 02 04 06 08 10 12 14 16 i8 20 2.2 24

SAFETY FACTOR. S

Figure 21. Comparison of a true gamma pdf with a plane-shear safety
factor pdf obtained by Fourier analysis (with h = 15 m, ct = 35 deg,

6 = 65 deg, dry slope)

Estimating the Probability of Stability

112. Stability of a given plane-shear failure mode is a function not

only of its sliding potential but also of the length of the sliding surface.

To be of sufficient length for failure the sliding surface must extend contin-

uously or nearly continuously from its daylighting point on the slope face to

the upper surface (crest) of the slope.

113. Stability of a potential plane-shear failure mass is realized in

one of two ways:

a. The plane-shear structure is not long enough to allow failure.

b. The plane-shear structure is long enough, but sliding does not

occur.
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If structure length and sliding are assumed independent, then the probability

of stability is given by:

P(stability) = P(structure not long enough)

+ P(structure long enough

and no sliding occurs)

P(stability) = (1 - PL) + PL(l - PS) (21)

where

PS = probability of plane-shear sliding

PL = probability that the structure is the required length or longer

114. The PL value is obtained from the length cumulative distribution

function estimated for the plane-shear fracture set from mapping data. For

example, if fracture lengths are exponentially distributed, then PL is given

by:

PL = exp(-L r/PL (22)

where

L = structure length sufficient to allow failurer

PL = mean fracture length for the plane-shear fracture set

115. Likewise, stability of a potential wedge failure mass is realized

in one of two ways:

a. The wedge intersection is not long enough to allow failure.

b. The wedge intersection is long enough, but sliding does not

occur.

If intersection length and sliding are assumed independent, then the probabil-

ity of wedge sliding is given by:

P(stability) = P(intersection not long enough)

+ P(intersection long enough

and no sliding occurs)

P(stability) (1 - PL*) + PL*(1 - PS) (23)

52

"- != IL. A I. , , .. .-, ... . ,. . . . . . . ,, -. _



where

PS =probability of wedge sliding

P *= probability that the wedge intersection is the required length or
longer

116. The P L* value is the joint probability that both structures comn-

prising the wedge are long enough to allow failure (that is, PL= P Llf

Lright

117. The failure path for a given step path mode is continuous or

nearly continuous, so its probability of sufficient length is equal to 1.

Consequently, step-path stability is directly related to the estimated proba-

bility of sliding and is given by:

P(stability) 1 - P5S (24)

where P Sis the probability of step-path sliding.

118. In summary, the probability of stability can be estimated for a

given plane-shear, wedge or step-path failure mode once its probability of

sliding has been calculated. Except for step paths, the probability of suffi-

cient length (to allow failure) is also a factor in determining the probabil-

ity of stability. This length probability is calculated by using the length

cumulative distribution function of the fracture set (or sets) responsible for

the failure mode.
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PART VI: PROBABILISTIC SLOPE DESIGN PROCEDURES

119. The probabilistic design of a slope cut in fractured rock should

include the variabilities in fracture set properties and the occurrences of

multiple sliding surfaces for all failure modes present. Fracture sets that

comprise the failure modes can be simulated using the statistical and spatial

properties estimated from fracture mapping data. The probability of stability

can then be calculated for each potential failure geometry formed by the simu-

lated fracture sets. The individual probability values are then combined to

predict the stability of the rock slope and provide useful design parameters.

Simulation of Spatially Correlated Fracture Set Properties

120. Procedures for simulating fracture set properties by Monte Carlo

methods are based on random sampling of the probability distributions esti-

mated for the properties (Marek and Savely 1978, and Call and Nicholas 1978).

These methods are incapable of incorporating known spatial correlations and

often require excessive amounts of computer time.

121. Spectral analysis procedures that take advantage of the computa-

tional speed of the FFT algorithm can be used to efficiently simulate spatially

correlated fracture set properties. A series of simulated values generated in

this way will have the desired mean, variance, and variogram function. Spa-

tial correlation is incorporated via the digitized covariance function, which

is derived from the estimated variogram function according to the following

relationship (Journel 1974):

C(h) 02 _ y(h) (25)

where

C(h) = value of covariance function at lag h

h = lag, or separation distance, between sample locations
2
7 = variance of data

y(h) = Value of variogram function at lag h

122. The so-called spectral density of a random process is the Fourier

transform of the covariance function (Jenkins and Watts 1968, and Borgman

1973a). In discrete form the spectral density is defined as follows:
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N-i

Sm = Ah Cne-2f mn/N (26)
n=0

where
th

S = m discrete value of the spectral densitym

Ah = digitization interval for the C values
n

N = number of digitized values of the covariance function
th

C = n digitized value of the covariance function
n
123. Because a covariance function is real-valued and symmetric about

zero, its corresponding spectral density is real-valued and symmetric about

zero (Borgman 1973a). A digital estimate of the spectral density can be read-

ily obtained by applying the FFT to the digitized covariance function. For

covariance functions of fracture set properties referenced to fracture se-

quence number, the digitization interval, Ah , is equal to 1. The correspond-

ing length of re,:ord, or period, T , of the digitized covariance function is

given by:

T = NAh = N (27)

The corresponding frequency increment, Af , of the discrete spectral density

is given by:

Af = 1/T = I/N (28)

124. Fourier transformation causes correlated, stationary data in the

space domain to be traded for uncorrelated, nonstationary Fourier coefficients

in the frequency domain (Taheri 1980). However, the variance of each coeffi-

cient is defined by the spectral density obtained by transforming the covari-

ance function estimated from the actual data. Therefore, the essence of simu-

lating spatially correlated properties by spectral procedures is actually a

frequency-domain simulation of uncorrelated Fourier coefficients that are as-

Isigned proper variance according to the estimated spectral density. The coef-

ficients are then reverse Fourier transformed to provide a simulated series of

fracture data values that have the desired spatial covariance.

125. The first step in simulating N uncorrelated Fourier coefficients

is to generate a series of N independent, psuedo-random, normally distributed
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numbers with mean zero and variance I (Borgman 1982). Then, the real and

imaginary parts of the Fourier coefficients, A , for m = 0,1,2.. .N/2 arem

assigned the proper variances, which are given below (Borgman 1973b):

If Am =Um - iVm, then:

Var(1U - TS , if m = 0 or m = N/2 (29)
TSm/2 , otherwise

V 0 if m= 0 or i= N/2
Var(Vm) - (30)

(TSm/2 , otherwise

Therefore, the simulated Fourier coefficients are given by:

Um = Z1 VVa7r(U )  (31)

Vm = z2 %fVar(V,) (32)

where z1 and z are two of the previously simulated independent, normal

(0,1) numbers. Values of the remaining coefficients, those for m between

N/2 and N , are assigned according to the following conjugate symmetries

(Borgman 1973b):

U =U
in N-rn

Vm =-VN-m  (33)

V0  V = 0

126. The series of simulated Fourier coefficients is then reverse trans-

formed by FFT to produce a spatially correlated series of normally distributed

data values with mean zero and variance equal to the variance of the original

data. To complete the simulation of normally distributed fracture set proper-

ties the mean of the original data is added to each value of the mean-zero

series.

127. Spectral analysis procedures for simulating spatially correlated
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exponential values are also needed because some fracture set properties tend

to be exponentially distributed. The simulation procedures can take advantage

of the statistical property that an exponential pdf is equivalent to a chi-

squared pdf with two degrees of freedom.

128. If X and Y are independent, normally distributed (0, 2) random

variables, then the sum of their squares gives a chi-squared variable Z

(multiplied by 2) with two degrees of freedom; that is, Z is exponentially

distributed and is expressed as:

Z = X2 + y2 (34)

2
The mean and variance of Z can be derifd in terms of the variance c of

X or of Y (Miller 1982c) and are, respectively, given as:

PZ = 2G2  (35)

Var(Z) = 404 (36)

These results show that the variance equals the mean squared, an expected re-

lationship because Z is exponentially distributed.

129. Also, the covariance function of the random process responsible

for the distribution of Z can be expressed as follows:

Cz(h) = 4C2 (h) (37)

whe re

Cz(h) = value of the covariance function for Z at lag h

C(h) = value of the covariance function for X or Y at lag h

The covariance function for the exponential Z is known because it is directly

related to the variogram function estimated from the actual exponential frac-

ture set data. 'ihe covariance function for either X or Y is obtained

using a modified version of Equation 37:

C(h) = FCz(h)/2 (38)
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From Equation 35 the variance of either X or Y can be obtained as follows

by using the calculated mean of the exponential fracture set property:

C2=:/2 (39)

130. The spectral-type simulation of N exponential Z values begins

by generating two sets of N independent, psuedo-random normal (0,1) numbers.

Using the procedures discussed earlier, N values of spatially correlated X

values and N values of spatially correlated Y values are simulated where

X and Y are normal and independent; and both have mean zero, variance given

by Equation 39, and covariance function given by Equation 38. The desired N

values of Z are then determined as follows:

Z.=X 2+ Y (40)
1 1 1

where i ranges from 1 to N . The simulated exponential Z values will

have the correct mean and spatial covariance.

131. Example simulation results for normally and exponentially distrib-

uted fracture set properties are illustrated in Figure 22.

ProbabilisticSlope Analysis for Multiple Failures

132. Occurrences of multiple sliding surfaces can be incorporated into

a hybrid slope stability analysis that combines probability theory and simula-

tion. It relies on fracture set simulations (as discussed in the previous

section) to generate potential failure modes in the slope and then on proba-

bility calculations to predict slope stability. Probabilities of stability

for back-failure cells on the upper surface of the slope are calculated and a

graph constructed to illustrate the relationships between slope face angles

and the probabilities of retaining various amounts of the slope crest.

133. Slope stability is critically dependent on fracture lengths. For

plane shear and wedge failure modes fracture lengths required for failure are

shorter near the crest edge, thus making failures much more likely to occur

near the crest edge. Even shorter step paths near the crest edge are more

likely (than longer step paths) to fail because they have lesser amounts of

intact rock bridges than do longer step paths.
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b. Results of an example simulation of fracture
set waviness angles

Figure 22. Results of example simulations of 256
spatially correlated fracture set properties

(Miller 1982c)

134. A typical plane shear fracture set in a slope is illustrated in

Figure 23a. Back-failure distance is defined as the horizontal distance from

the original edge of the slope crest back to the point where a given struc-

ture intersects the crest, or upper surface, of the slope. By simulating

realizations of slopes that contain the plane-shear fracture set, the proba-

bility of stability for any given back-failure cell can be determined. Let
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back - fal ure
back-failure Coll$

a. Plane-shear failure modes

back - failure

b. step-path failure modes

Figure 23. Multiple sliding surface in a rock

slope and associated back-failure cells
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th
s. i slope simulation

1

NT = total number of slope simulations

N = number of slope simulations that have one or more fractures in the

given back-failure cell

J. = number of fractures in the given back-failure cell for the ith

1 slope simulation

PS. =probability of sliding along fracture j
PL. = probability of fracture j being long enough to allow failure

Then, the probability of stability in the specified back-failure cell is

given by:

NT

P(stab. in cell) = P(stab. I s. with J. fractures in cell)i -I 1 1 _

P(s i with J. fractures in cell)
1

P(stab. in cell) = FP(stab. I s. with no fractures in cell)

*P(s. with no fractures in cell)1

+ P(stab. I s. with one or more fractures

in cell) 1

P(s. with one or more fractures in cell)]
i

NT - N) P(stab I s. with

P(stab. in cell) 1.0 IN ) E1
one or more frac-

tures in cell)

N J

N -N N N
P(stab. in cell) T N [P(stab. of (41)

NT Tj~~ fracture j s d

N T-N N 
P(stab. in cell) - +NT W -LL) si

iL (1- PS i (42)

J J si
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135. The probability of retaining a specified crest width is the joint

probability that stability occurs in each back-failure cell contained in that

width. This joint probability is mathematically expressed as follows:

N

P(stab. of crest width with N ccells) = [I P(stab. in cell i0 (43)
c i=l

136. The probabilistic slope analysis begins by generating required

spatially correlated properties (spacing, dip, and waviness) for the plane-

shear fracture set (fractures are simulated up the slope face). Probabilities

of length and sliding are computed respectively for each daylighted fracture

and its associated failure mass. Probabilities of stability are then calcu-

lated and the slope simulation repeated. After the desired number of simula-

tions (usually 4 to 8) have been completed, the crest width reliabilities can

be calculated by Equations 41 and 43. The entire process is then repeated for

several different slope face angles (and slope heights, if desired).

137. A slope stability graph that displays the results of a probabilis-

tic plane shear analysis is shown in Figure 24. The information on such a

graph can he combined with similar information for other failure modes present

in the slope to provide useful criteria for designing the slope.

138. Step-path failure modes typically have lower probabilities of sta-

bility than plane shears of similar scale because step paths have continuous

lengths except for intact rock bridges. A probabilistic analysis for multiple

step paths in a slope (illustrated in Figure 23b) provides the same type of

output as that for plane shears. The step-path analysis begins by generating

potential step-path geometries according to a procedure from Call and Nicholas

(1978) that has been modified to use spectral analysis procedures instead of

Monte Carlo techniques for simulating fracture set properties. The probabil-

ity of sliding is calculated for each daylighted step path. The probability

of sufficient length equals 1. Probabilities of stability are then calcu-

lated and the slope simulation repeated. After the desired number of simula-

tions (usually 6 to 12) have been completed, the crest width reliabilities can

be calculated by Equations 41 and 43 with j being a counter for step paths

instead of plane-shear fractures. The entire process is then repeated for

several different slope face angles to produce information for a graph similar

to that shown in Figure 24.
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'ikUrc 24. Examp Ie slope stabi lity graph for plane-

shear failure mode (slope height is 15 m)

139. The three-dimensional character of wedge-failure modes requires

that a standard length along the slope face be specified to define an area of

probability accumulations. An arbitrary, but rational, decision is to set

this length equal to the anticipated slope height, forming square "units" that

can be analy7ed along the slope face. Figure 25 illustrates the concept of

slope units and back-failure cells for analyzing wedges in a rock slope.

140. Properties of the two fracture sets (spacing, dip direction, and

dip) that comprise potential wedges are simulated along one or more simula-

tion lines in a given slope face unit. The probability of stability is com-

puted for each kinematically viable wedge formed by the intersection of any

two fractures, one from each set. The probability of sufficient length, P.th L.
for the j wedge is the joint probability that both fractures comprising

the wedge have sufficient length to allow failure. Probabilities of stabil-

ity are then calculated and the slope simulation repeated. After several
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SIMULATION Z \

LINE /

Figure 25. Multiple simulated wedge intersections and
back-failure cells in a slope unit (Miller 1982c)

simulations are completed, the crest width reliabilities can be calculated by

Equations 41 and 43, with j being a counter for wedges instead of plane-shear

fractures. After analyzing slopes with various face angles, a stability graph

for wedges can be produced similar to that shown in Figure 24.

141. The probabilistic results shown on the stability graphs for the

different types of failure modes present in the slope are combined to produce

a complete overall stability graph for the slope being studied. The probabil-

ity of retaining a specified crest width (crest beyond a given back-failure

distance) is the joint probability that the width will be retained for all

failure modes present. Thus, the probability values from graphs for the dif-

ferent failure modes are multiplied together to produce the probability values

for the overall stability graph. An example of such a graph, which includes
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results from plane-shear, step-path, and wedge analyses, is shown in Figure 26.

The predominant influence on instability for this particular slope is due to

the step-path modes that are present.

I.

04

. 07-

06-

05-

04-

II_.:. 03.

- > 02

0i FACE ANGLE

08 5

Figure 26. Example slope stability graph for
combined results of plane-shear, step-path,
and wedge analyses (from Miller 1982c) (Slope

height is 15 m)

Useful Design Criteria

142. A physical interpretation of the probability of retaining the

slope crest beyond a specified back-failure distance can be illustrated by the

following example. Consider a 0.60 probability of retaining the slope crest

beyond a back-failure distance of 8 m. This inplies that 60 percent of the

length (or of the square slope units if wedge failure modes are present) along

the slope strike is expected to have a stable slope crest after 8 m from the

original crest has been lost to failures. The remaining 40 percent of the
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slope length is expected to have an unstable slope crest beyond the 8-rn back-

failure distance. That is, 40 percent of the slope length will have failures

that break back farther than 8 m.

143. Probability information from a slope stability graph like that

shown in Figure 26 can be used to determine slope design parameters. If the

slope under consideration is actually a bench on a large, high slope (such as

that found in most open pit mines), then probabilistic bench stability parame-

ters are determined to help design the overall large slope (Miller 1982c).

For slopes cut along transportation routes or construction sites the important

design considerations may well be the amount of slope crest expected to be

lost and the material volume of potential failure masses.

144. The probability of retaining the entire slope crest equals the

probability value at a back-failure distance of zero. This value is usually

quite small, or even zero, because many failures occur near the crest edge.

The value is essentially an estimate of the probability of stability for the

total slope height.

145. Often, a more useful parameter is the median back-failure dis-

tance, or the distance beyond which half of the slope length will be stable

and the other half will be unstable. This distance can be considered the best

estimate of the expected back-failure distance because half of the slope

length is expected to have failures breaking back that far. The predicted

median back-failure distance is obtained from the stability graph and is equal

to the distance beyond which there is a 0.50 probability of retaining the

slope crest.

146. The probability of having a certain volume of failure material can

also be estimated from a slope stability graph that incorporates back-failure

distances. The most direct estimation procedure involves determining the

expected relationship between failure volume and back-failure distance. For

plane-shear modes the failure volume (per unit slope length) associated with a

given back-failure distance can be calculated using that distance along with

the slope angle and the mean dip of the plane-shear fracture set. The same is

true for step-path modes except the mean step-path angle is used instead of

the mean dip. The failure volumes of wedges can be roughly estimated in the

same way using the mean plunge of intersections, or it can be more precisely

determined by averaging the volumes of simulated wedges that break back to a

given back-failure distance. Failure volumes in a slope will be controlled
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predominantly by the failure mode having the longest sliding surfaces, which

usually will be the step path if it is present.

147. These types of stability are useful for designing rock slopes that

contain many potential sliding surfaces. They serve as the primary design

criteria unless large, definable structures such as faults, contacts, or major

joints form potential slope failure modes. Estimated probabilities of sliding

for these major failure modes (if they are present) should be included in the

design process and will even serve as the critical design criteria if their

values are reasonably large.
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PART VII: SUMMARY EVALUATION OF PROBABILISTIC SLOPE DESIGN

148. Although the probabilistic design of rock slopes is a relatively

new area of research and development, its usefulness and importance has been

demonstrated in practical engineering studies for open pit mines. Probabilis-

tic slope stability information is often desired because it is essential for

mining cost-benefit analyses used to select economically optimum slope angles.

149. Probabilistic slope engineering can also be applied to civil works

projects such as road/railway cuts, spillway cuts, and abutment excavations to

quantify variables and uncertainties and to evaluate instability risks. Such

"risks" can be presented in a probabilistic slope stability graph that yields

design criteria which contain and provide more information about the stability

conditions of a slope than deterministically calculated safety factors.

Data Requirements for Probabilistic Analysis

150. The engineering design of rock slopes requires information about

the geometric properties and shear strengths of geologic structures because

slope failures commonly occur along structural discontinuities. Necessary

fracture data used to estimate geometric properties of fracture sets can be

collected by surface mapping techniques or by oriented-core logging. Mapped

fracture orientations obtained from various sites in the project area can be

displayed on lower-hemisphere Schmidt plots and used to help delineate struc-

tural domains. As mentioned in Part 11, at least one or two mapping sites

are desired within each anticipated domain as identified from geologic infor-

mation available prior to fracture mapping. Four or five sites per domain may

be needed if fracturing is complex. Fracture data for geometric properties,

such as dip, dip direction, spacing, length, and waviness, can then be com-

bined for each fracture set within each domain.

151. Those fracture sets critical to the slope design (those that form

potential failure modes) are identified by considering how the set orienta-

tions in a given domain interact with the proposed slope orientation. Sta-

tistical distributions of geometric properties of the critical sets can then

be estimated from the combined fracture data. Spatial correlations can also

be estimated by calculating a variogram for each property in a given set.

Probabilistic slope stability analyses require such estimations, and to make
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them it is usually desirable for the set to contain at least 25 to 30 fracture

observations that were obtained from the same mapping site. This suggests

that fracture mapping and data evaluation ideally should be interactive to

help ensure a sufficient but economical sample of fracture properties.

152. Predictions of the shear strengths along potential failure suir-

faces are commonly based on the results of laboratory direct shear tests of

natural discontinuities contained in rock specimens collected at the site. At

least four (preferably six) tests should be conducted for each rock type or

fracture identified in the study area. Additional specimens may be desired if

the fracture type is especially variable or if the benefits of a better

strength estimate warrant the additional time and expense. Results from the

tests can be analyzed using statistical regression procedures to combine re-

sults for similar specimens and provide a statistical estimate of shear

strength for each distinctive rock type or fracture type.

153. Laboratory tests of rock samples are also used to measure the unit

weight (density) of each rock type in the study area. Again, approximately

six samples of each rock type are considered minimal for estimating the sta-

tistical properties of rock density. This parameter is usually found to be

normally distributed.

154. Ground waler in a rock slope induces pore pressures on potential

sliding surfaces. In most cases the pore pressure is directly related to the

piezonletric surface in the slope, and thus, the water levels in open drill

holes should be monitored. Rock mass permeabilities may also be needed for

predicting the drawdown curve to the slope face. They can be estimated by

field tests, such as pump tests and head tests.

155. Procedures for converting this hydrologic information to a proba-

bility distribution of pore pressures are limited at the current time. Monte

Carlo simulation can provide a set of possible drawdown curves based on data

histograms of water levels, permeability, and porosity (Miller 1982a). When

data are limited, engineering judgment can guide in the prediction of meanI

values, and by assuming a normal distribution, standard deviations can also be

estimated by selecting a range about the mean in which over 99 percent of pos-

sible values would occur (the difference between the mean and one end of this

range equals three standard deviations).
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Example Comparison between Probabilistic and
Deterministic Results

156. To illustrate some of the advantages of probabilistic methods over

deterministic methods an example is presented where the stability of a poten-

tial plane shear failure mass is evaluated both ways. The sliding surface

(with a dip of 35 deg) is assumed to be continuous so that the probability of

sufficient length equals 1. Consequently, the probability of failure is the

same as the probability of sliding. The slope is dry with a face angle of

65 deg, and the failure mass is 15 m high.

157. Results of a probabilistic stability analysis are shown in Fig-

ure 21. The calculated probability of failure is 0.328 with the safety fac-

tor, a random variable, having a mean of 1.185. The probability density func-

tion of the safety factor indicates that possible values could easily range

from 0.5 to 2.0.

158. A deterministic stability analysis for the same potential failure

mass and conditions can be used to calculate a safety factor using the follow-

ing parameter means:

rock density, y = 2.70 t/m3

waviness, R =3.6 deg

shear strength, r = 0.88387a00.93424 + 0.00

The following values are obtained during the calculation process:

length of sliding surface, L = 26.15 m

weight of sliding mass, W = 229.17 t

normal stress on sliding surface, a = 7.179 t/m 2

shear strength of sliding surface, T = 5.574 t/m 2

The resulting value of the calculated safety factor is 1.199. It does not in-

clude or reflect variabilities in parameter values and it does not indicate

how much the safety factor could vary.

159. Typically, a safety of 1.2 to 1.5 is used for design purposes for

open pit mine slopes (Hoek and Bray 1977). If such were the case for the

above example, the slope very well could be considered safe when, in fact, it
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has an estimated probability of failure nearly equal to 0.33. This comparison

helps to illustrate the importance of including parameter variabilities when

estimating or predicting slope stability.

Conclusions

160. In addition to including parameter variabilities, a probabilistic

slope analysis also provides a way to include the effects of multiple occur-

rences of the same failure mode, which are predicted by simulating spatially

correlated properties of the fracture set or sets responsible for that partic-

ular failure mode. Different failure modes in the same slope can also be

analyzed and the results combined into a probabilistic estimate of overall

slope stability. This estimate, as displayed in a probabilistic slope sta-

bility graph, provides guidelines and design criteria that often prove more

useful than a deterministically calculated safety factor. For instance,

probabilistic estimates can be made of the amount of slope crest expected to

be lost (by failures) and, thus, of the volumes of potential failure masses.

161. The purpose of a probabilistic analysis of rock slope stability is

to provide an estimate of slope stability based on a realistic treatment and

incorporation of natural variabilities, measurement uncertainties, and multi-

ple potential failure paths. If slope stability is anticipated to be criti-

cally dependent on one or several large definable structures, then the effects

of numerous smaller structures are greatly minimized and the design process is

simplified. In such a case, the probability (probabilities) of stability of

the major failure mode(s) will be the principal factor in designing the slope.

The probability value acceptable for design will vary from project to project

depending on the "cost" of a slope failure (in terms of dollars, time, loss of

life or property, sociological impacts, or other intangibles). Appropriate

procedures should be developed for assigning values to slope failure "costs"

and subsequently setting acceptable design criteria for probabilities of sta-I

bility. Thus, additional research and field verification are required for

evaluating the effectiveness of probabilistic slope engineering methods and

for building a design rationale around them.
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APPENDIX A: SOURCES OF COMPUTER SOFTWARE

1. Some sources for computer software applicable to probabilistic data

analyses and stability analyses for rock slope engineering are listed below.

The list should be considered incomplete and some materials may Le proprietary.

Appendices A-D given in Pincock, Allen, and Holt, Inc.

Miller (1982c) 1750 E. Benson Highway
Tucson, AZ 84714

Call & Nicholas, Inc. attn: J. M. Marek

6420 E. Broadway, Suite A100

Tucson, AZ 85710 Steffen Robertson and Kirsten

attn: R. D. Call 1281 W. Georgia St., Suite 500

Vancouver, B. C. V6E 3J7

Dept. of Civil Engineering attn: A. M. Robertson

Massachusetts Institute of

Technology

Cambridge, MA 02139

attn: G. B. Baecher

GEOMIN Computer Services

708 Kapilano 100

West Vancouver, B. C. V7T 1A2

(also, Piteau & Associates,

same address)

Golder Associates

10628 N.E. 38th Place

Kirkland, WA 98033

attn: D. Pentz

Al
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